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[bookmark: _Hlk514274591]1		Discussion
1.1 Evaluation of Solutions proposing federated learning
This paper provides evaluation and proposed conclusion for solutions agreed in TR 23.700-84. 
A brief summary of each solution is shown in the table below:
Table 1: Summary of VFL proposals
	Solution #
	Terminology Used as per clause 3.1 of TR 23700-84?
	VFL scenarios covered?
	Sample/Feature alignment support
	VFL training
	VFL inference
	Model storage?

	13
	VFL active participant (has the labels, VFL server)
VFL passive participant (VFL client)
	AF to NWDAF

	Yes at VFL server which controls the sample/feature alignment
	Initiates VFL training after sample/feature alignment.
AF is the VFL server and NWDAFs are the VFL clients
	VFL server/active participant collect trained ML models from Passive Participants and performs inference
	not specified

	14
	VFL server (an NF with labels, coordinates VFL process)
VFL client (has local data set and performs local training)
	NWDAF to NWDAF/AF
	Yes in parallel with VFL training process
	VFL server NWDAF collects intermediate results from VFL clients NWDAF(s)
	VFL server NWDAF sends inference requests to one or more VFL clients (NWDAF or AF).
VFL server generates final inference results.
The clients used for inference are different to the clients used for training
	not specified

	15
	VFL server coordinates the VFL process
VFL active participant has the labels. Trains the ML model
VFL passive participant: Own part of the model does not have the labels.
	NWDAF to NWDAF/AF
AF to NWDAF
	Yes at VFL server which controls the sample/feature alignment
	Initiates VFL training after sample/feature alignment.
VFL active participant NWDAF collects intermediate results from VFL passive participants NWDAF(s)
	VFL server collects inference input from active and passive participants.
Assumptions is that they are the same functions that were used during training
	ADRF

	16
	VFL server coordinates the VFL operation and acts as active participant with access to labels.
VFL Participants can be either active participants with access to labels or passive participants without access to labels

	NWDAF to NWDAF/AF
	Yes at VFL server which controls the sample/feature alignment
	Initiates VFL training after sample/feature alignment.
VFL server NWDAF collects intermediate results from VFL participants NWDAF(s) or AF(s)
	VFL server collects inference input from participants.
Assumptions is that they are the same functions that were used during training
	not specified

	17
	Focuses on storing NF profile at NRF and VFL server/client discovery for participating in VFL process

	18
	VFL server and VFL client(s) terminology
	AF to NWDAF
NWDAF to NWDAF/AF
	Yes VFL server and NEF (when VFL is between NWDAF and AF) assist in alignment before training starts
	Initiates VFL training after sample/feature alignment.
VFL server NWDAF or AF collects intermediate results from VFL clients NWDAF(s) or AF(s)
	VFL server collects inference input from clients.
Assumptions is that they are the same functions that were used during training
	not specified

	19
	Focuses on inference only.
terminology not used
	AF to NWDAF
	not specified
	not specified
	Solution focuses on inference.
AF collects inference results from NWDAF
	not specified

	20
	Focuses on inference only.
the VFL Inference Server (does not need to have the labels) which aggregate the intermediate inferences from VFL Inference Clients
	NWDAF to NWDAF/AF
	not specified
	not specified
	VFL inference server (NWDAF containing AnLF) discovers clients (AnLF or AF) via the NRF.
Does not provide details if the clients used for inference are the same as the clients used for training
	not specified

	21
	Active/Passive participant
	AF to NWDAF
	Yes AF initiates alignment of samples. NEF can assist in sample/feature alignment
	Initiates VFL training after sample/feature alignment.
AF (active participant) provides model IDs to passive participants and performs training by collecting intermediate results from passive participants
	not specified
	not specified

	22
	VFL training server, VFL training client
VFL inference server (AnLF), VFL inference clients (AnLF)
	NWDAF to NWDAF/AF
	Yes VFL training server performs alignment 
	Initiates VFL training after sample/feature alignment.
VFL training server MTLF collects intermediate results from VFL training clients NWDAF(s) or AF(s)
	VFL inference server (AnLF) aggregates intermediate inference results from multiple inference clients .
The clients for inference are different to clients for training
	ADRF

	23
	re-uses VFL active/passive participant terminology form 3.1
	NWDAF to NWDAF/AF
AF to NWDAF
	Yes VFL server performs alignment 
	Initiates VFL training after sample/feature alignment.
VFL server NWDAF intermediate results from VFL clients NWDAF(s) or AF(s)
	VFL server collects inference input from clients.
Assumptions is that they are the same functions that were used during training
	not specified

	24
	VFL server/VFL client
	AF to NWDAF
	NEF performs sample alignment 
	Initiates VFL training after sample/feature alignment.
AF performs training by collecting intermediate results from passive participants
	not specified
	not specified

	25
	Focuses on storing NF profile at NRF and VFL server/client discovery for participating in VFL process



A few key points from the agreed solutions are the following:
-	Feature/Sample alignment: 
-	Most solutions propose the alignment to be carried out before the VFL process starts.
-	The feature/sample alignment is carried out by a VFL server (either NWDAF or AF). The NEF may also assist in the alignment when the VFL process is initiated by the AF.
-	VFL training
-	Selection of participants is carried out based on profile information retrieved from the NRF and the sample/alignment result.
-	The function that has the labels (VFL server or active participant) receives intermediate results (e.g.. loss) from local functions (clients/passive participants) that have access to local data but do not have labels of the main model.
-	If the AF has the model with labels then VFL training procedure is via the NEF (unless the AF is trusted)
-	If the NWDAF has the model with labels then clients/passive participants may be an NWDAF or an AF. Communication to an AF is via the NEF (unless the AF is trusted).
-	Most solutions propose that the VFL server maps/associates the VFL training procedure to a specific VFL identifier (e.g. VFL process ID)
-	Open points
-	Terminology to use (VFL server/client or VFL active/passive participant or both)
-	Storage of ML model information in ADRF
-	Contribution weights: Whether VFL server/active participant need to take into account how much feedback each client/passive participant has provided during the training procedure.
-	VFL inference
-	Most solutions propose that VFL server generates an aggregate inference output taking into account intermediate inference results retrieved from one or more VFL clients.
-	The VFL server/Clients identity for which ML model to provide an inference result based on the VFL process ID assigned during training.
-	Open points
-	Whether the functions that participate in the VFL process must support both AnLF and MTLF functionality or are separate functions.
-	VFL inference procedures taking into account contribution of each client during training process.
-	Retrieval of ML model information from ADRF 

For the open points we propose the following way forwards:
-	VFL Terminology
-	Propose to use simple terminology and refer to VFL server and VFL client(s). It can be further clarified that a VFL server has the labels and can act as an Active Participant. Details of an active Participant as a separate function can be studied in a future release. A VFL client is a passive participant during training and provides intermediate results during inference.
-	Storage of ML model in ADRF
-	It is useful to store details of the model in the ADRF. Examples are the VFL server can obtain from the ADRF the clients (and their corresponding contribution) used during the training phase. This information can be used by the VFL server during inference to identify the clients that were used to train the ML model. 
-	Contribution Weights
-	It is useful the VFL server during training to store (e.g. in ADRF) information on how the importance of the local trained ML model from each client.  This information can be used by the VFL server during inference on how to aggregate intermediate inference results from each client taking into account their contribution during training.
-	Role of NWDAF (AnLF/MTLF) during training and inference
-	It is proposed to have a simple procedure in Release 19 and assume that the VFL server/clients that are participating in the training of the ML model must also be used for creating inference results. The procedure can be optimised in a future release. Reasons for the suggestion is that if they are separate functions the procedure is more complicated as the client(s) used for inference must use the same model and must have access to the same local data as the client(s) used for training.

Based on the analysis carried out the following principles are proposed as a basis for normative work:

Feature/Sample alignment
Principle 1: The feature/sample alignment is carried out by a VFL server (either NWDAF or AF). The NEF may also assist in the alignment when the VFL process is initiated by the AF.
Principle 2: The feature/sample alignment is carried out before VFL training starts.
VFL training
Principle 3: Selection of participants is carried out based on profile information retrieved from the NRF and the sample/alignment result.
Principle 4: The VFL server (active participant) retrieves intermediate results (e.g. loss) from VFL clients (passive participants) that have access to local data but do not have labels of the main model.
Principle 5: If the AF has the model with labels then VFL training procedure is via the NEF. Trusted AFs may interact directly with VFL clients.
Principle 6: If the NWDAF has the model with labels then VFL client(s) may be an NWDAF and/or an AF. Communication to an AF is via the NEF (unless the AF is trusted).
Principle 7: VFL server maps/associates the VFL training procedure to a specific VFL identifier (e.g. VFL process ID).
Principle 8: Details of the ML model may be stored in the ADRF. Information that can be stored are the VFL server/clients that were used during training, the VFL process ID and the amount of contribution each client has provided during the VFL training process.
VFL inference
Principle 9: The VFL server/Clients identity for which ML model to provide an inference result based on the VFL process ID assigned during training.
Principle 10: VFL server generates an aggregate inference output taking into account contribution weights of each client and intermediate inference results retrieved from each client. 
Principle 11: The VFL server and clients for inference are the same as the VFL server and clients used during training.

2		Proposal
The following changes are proposed in TR 23.700-84 
******************************** First change  *******************************
[bookmark: _Toc165092265]3	Definitions of terms and abbreviations
[bookmark: _Toc153792582][bookmark: _Toc153792667][bookmark: _Toc157534597][bookmark: _Toc160781878][bookmark: _Toc165092266]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Horizontal Federated Learning (HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples (e.g. UE IDs).
Vertical Federated Learning (VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs).
Editor's note:	Whether different feature space required for VFL is FFS.
Label: A label is the property of interest that is to be learned in supervised machine learning.
VFL Server: An NF that discovers and selects VFL clients, and coordinates the VFL training process. During training the VFL Server has the labels for the ML model to be trained and may have access to input data (An Active Participant for the training process). The VFL server provides an aggregate inference output during inference. 
NOTE 1:	The VFL server may have role of VFL Active Participant during VFL training.
VFL Client: An NF with access to the required input data without the required labels for a VFL training task (a passive participant for the training process).that plays the role of the passive participant in a training process Provides intermediate inference output during inference process.
Editor's note:	Whether the definition of VFL Client can be extended to play a role in inference is FFS.
VFL Active Participant: An NF with labels for a VFL training task that may have related input data.
VFL Passive Participant: A VFL client with access to the required input data without the required labels for a VFL training task. There can be multiple passive participants in VFL.
Editor's note:	Terms may be added, deleted or modified during conclusion discussions.
Editor's note:	During the conclusions discussion, it will be decided whether both the VFL server / VFL client and the VFL active participant / passive participant terminology is required.
******************************** Second change  *******************************
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Editor's note:	This clause will provide a general evaluation and comparison of the solutions per Key Issue #<X>.
7.x	Evaluation of solutions for Key Issue 2
A brief summary of each solution is shown in the table below:
Table 7.x-1: Summary of VFL proposals
	Solution #
	Terminology Used as per clause 3.1 of TR 23700-84?
	VFL scenarios covered?
	Sample/Feature alignment support
	VFL training
	VFL inference
	Model storage?

	13
	VFL active participant (has the labels, VFL server)
VFL passive participant (VFL client)
	AF to NWDAF

	Yes at VFL server which controls the sample/feature alignment
	Initiates VFL training after sample/feature alignment.
AF is the VFL server and NWDAFs are the VFL clients
	VFL server/active participant collect trained ML models from Passive Participants and performs inference
	not specified

	14
	VFL server (an NF with labels, coordinates VFL process)
VFL client (has local data set and performs local training)
	NWDAF to NWDAF/AF
	Yes in parallel with VFL training process
	VFL server NWDAF collects intermediate results from VFL clients NWDAF(s)
	VFL server NWDAF sends inference requests to one or more VFL clients (NWDAF or AF).
VFL server generates final inference results.
The clients used for inference are different to the clients used for training
	not specified

	15
	VFL server coordinates the VFL process.
VFL active participant has the labels. Trains the ML model
VFL passive participant: Own part of the model does not have the labels.
	NWDAF to NWDAF/AF
AF to NWDAF
	Yes at VFL server which controls the sample/feature alignment
	Initiates VFL training after sample/feature alignment.
VFL active participant NWDAF collects intermediate results from VFL passive participants NWDAF(s)
	VFL server collects inference input from active and passive participants.
Assumptions is that they are the same functions that were used during training
	ADRF

	16
	VFL server coordinates the VFL operation and acts as active participant with access to labels.
VFL Participants can be either active participants with access to labels or passive participants without access to labels

	NWDAF to NWDAF/AF
	Yes at VFL server which controls the sample/feature alignment
	Initiates VFL training after sample/feature alignment.
VFL server NWDAF collects intermediate results from VFL participants NWDAF(s) or AF(s)
	VFL server collects inference input from participants.
Assumptions is that they are the same functions that were used during training
	not specified

	17
	Focuses on storing NF profile at NRF and VFL server/client discovery for participating in VFL process

	18
	VFL server and VFL client(s) terminology
	AF to NWDAF
NWDAF to NWDAF/AF
	Yes VFL server and NEF (when VFL is between NWDAF and AF) assist in alignment before training starts
	Initiates VFL training after sample/feature alignment.
VFL server NWDAF or AF collects intermediate results from VFL clients NWDAF(s) or AF(s)
	VFL server collects inference input from clients.
Assumptions is that they are the same functions that were used during training
	not specified

	19
	Focuses on inference only.
terminology not used
	AF to NWDAF
	not specified
	not specified
	Solution focuses on inference.
AF collects inference results from NWDAF
	not specified

	20
	Focuses on inference only.
the VFL Inference Server (does not need to have the labels) which aggregate the intermediate inferences from VFL Inference Clients
	NWDAF to NWDAF/AF
	not specified
	not specified
	VFL inference server (NWDAF containing AnLF) discovers clients (AnLF or AF) via the NRF.
Does not provide details if the clients used for inference are the same as the clients used for training
	not specified

	21
	Active/Passive participant
	AF to NWDAF
	Yes AF initiates alignment of samples. NEF can assist in sample/feature alignment
	Initiates VFL training after sample/feature alignment.
AF (active participant) provides model IDs to passive participants and performs training by collecting intermediate results from passive participants
	not specified
	not specified

	22
	VFL training server, VFL training client
VFL inference server (AnLF), VFL inference clients (AnLF)
	NWDAF to NWDAF/AF
	Yes VFL training server performs alignment 
	Initiates VFL training after sample/feature alignment.
VFL training server MTLF collects intermediate results from VFL training clients NWDAF(s) or AF(s)
	VFL inference server (AnLF) aggregates intermediate inference results from multiple inference clients .
The clients for inference are different to clients for training
	ADRF

	23
	re-uses VFL active/passive participant terminology form 3.1
	NWDAF to NWDAF/AF
AF to NWDAF
	Yes VFL server performs alignment 
	Initiates VFL training after sample/feature alignment.
VFL server NWDAF intermediate results from VFL clients NWDAF(s) or AF(s)
	VFL server collects inference input from clients.
Assumptions is that they are the same functions that were used during training
	not specified

	24
	VFL server/VFL client
	AF to NWDAF
	NEF performs sample alignment 
	Initiates VFL training after sample/feature alignment.
AF performs training by collecting intermediate results from passive participants
	not specified
	not specified

	25
	Focuses on storing NF profile at NRF and VFL server/client discovery for participating in VFL process



******************************** Third change  *******************************
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Editor's note:	This clause will capture conclusions for the study.
8.x	Conclusions for Key Issue 2
The following principles are proposed as a basis for normative work:

Feature/Sample alignment
Principle 1: The feature/sample alignment is carried out by a VFL server (either NWDAF or AF). The NEF may also assist in the alignment when the VFL process is initiated by the AF.
Principle 2: The feature/sample alignment is carried out before VFL training starts.
VFL training
Principle 3: Selection of participants is carried out based on profile information retrieved from the NRF and the sample/alignment result.
Principle 4: The VFL server (active participant) retrieves intermediate results (e.g. loss) from VFL clients (passive participants) that have access to local data but do not have labels of the main model.
Principle 5: If the AF has the model with labels then VFL training procedure is via the NEF. Trusted AFs may interact directly with VFL clients.
Principle 6: If the NWDAF has the model with labels then VFL client(s) may be an NWDAF and/or an AF. Communication to an AF is via the NEF (unless the AF is trusted).
Principle 7: VFL server maps/associates the VFL training procedure to a specific VFL identifier (e.g. VFL process ID).
Principle 8: Details of the ML model may be stored in the ADRF. Information that can be stored are the VFL server/clients that were used during training, the VFL process ID and the amount of contribution each client has provided during the VFL training process.
VFL inference
Principle 9: The VFL server/Clients identity for which ML model to provide an inference result based on the VFL process ID assigned during training.
Principle 10: VFL server generates an aggregate inference output taking into account contribution weights of each client and intermediate inference results retrieved from each client. 
Principle 11: The VFL server and clients for inference are the same as the VFL server and clients used during training.

******************************** End of change *******************************
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